 DBC 06/10/10
JULES exercises: gridded runs

Exercise 1: A global run using GSWP2
Execute a short global run of JULES and look at the output in GrADS.

1. Run JULES for one day:
jules_fast.exe < training_gswp2_global.jin

Note that this *jin has echo=T, meaning that during initialisation in particular it echoes a lot of information to the screen. This is useful while setting up a run, but more generally can be set off (echo=F), or redirected to a file (e.g. jules < input > outfile).

The output files can be found in the directory OUTPUT:
gswp2_1.p1.01h.gra 		hourly diagnostics
gswp2_1.p1.01h.ctl 		control (descriptor) file for hourly diagnostics
gswp2_1.p1.pdefData.gra 	regridding information
gswp2_1.p1.pdefData.ctl 	control file for regridding
gswp2_1_19820702_030000_dump.nc	 final model state

2. Use GrADS to examine the output
# Start up GrADS and open a file
cd OUTPUT
grads –l 			#  (or grads and hit Return twice)
open gswp2_1.p1.01h.ctl	# open the descriptor file

# A global map of surface temperature
set gxout grfill			# to produce shaded boxes
set t last			# go to the last time in the dataset
d tstar				# display Tstar
run cbarn.gs			# produce a colour bar (cbarn.gs or just cbarn will suffice)

# An animation of solar radiation
set t 1 last
d swdown				# animation (often with varying colour scale!)

# A time series at a point
set lat 0			# select a single point
set lon -60
set t 1 last
d ftl				# Sensible heat flux (W m-2)

# A map at midday (GMT) over some of S.America
set lat -20 10
set lon -80 -40
q dims 			# Remind ourselves of the current dimensions (long form is query dims)
set time 12Z01jul1982
d fqw*86400 			# Evaporation, *86400 to convert mm s-1 to mm day-1.

# Calculate and plot a time series of an area-average
# This is easier done using a script.
Look at the file create_aave.gs, found in directory OUTPUT.
Then in GrADS
run create_aave.gs

Now publish in Nature.


Exercise 2: A regional run using GSWP2
Change a global setup to run over part of South America and run for one month.

1. First alter an existing JULES run control file (*jin). 
Edit training_gswp2_amazon.jin in the editor of your choice. 
Change the area selected for this run to be 60W to 45W, 10S to 5N, by editing the INIT_GRID section to:
T,T                   !  subArea,subAreaLatLon
-60,-45,-10,5    !  xcoord(1:2),ycoord(1:2)

2. Run JULES
jules_fast.exe < training_gswp2_amazon.jin

3. Look at the output using GrADS
cd OUTPUT
grads
open amaz01.p1.01d.ctl
set gxout grfill
set t last
d sthu
cbarn


Exercise 3: A sensitivity run over Amazonia
Alter the previous run to test sensitivity to soil moisture. Also change the output grid.

1. Alter an existing JULES run control file (*jin). 
Copy the *jin from the previous exercise:
cp training_gswp2_amazon.jin training_gswp2_amazon_dry.jin
Then edit the new file.

Under INIT_OUT, change the name of the run to:
'amaz02'      !  run_id 

Modify the initial soil wetness. Under INIT_IC, in the ASCBIN section change to
sthuf        -1     0.30
i.e. set to 30% saturated rather than 75%.

2. Run JULES
jules_fast.exe < training_gswp2_amazon_dry.jin

3. Look at the output using GrADS
cd OUTPUT
grads 
open amaz01.p1.01d.ctl 
open amaz02.p1.01d.ctl
# Look at a time series of soil moisture at a point.
set lat 0
set lon -55
set t 1 last
set vrange 0 1		# so both plots will use the same scale
d sthu.1			# by default this is z=1, i.e. deep soil moisture and so slowly-varying
d sthu.2
d sthu.1(z=4)		# surface layer moisture
d sthu.2(z=4)

If you’re still here and keen, you could look to modify the GrADS script create_aave.gs to compare the area-averages in this sensitivity experiment. Just refer to variables in the different files using .1 and .2, as above.


