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What is a Land Surface Model?

…something that solves the surface energy, water (and carbon) balances

Based on first principles: conservation of energy and mass!

Common to all LSMs; degree of complexity depends on the approach 

used to compute these fluxes

10Community Land Model tutorial

Rn=λE+SH+G
dS

dt
=P−E−Rs−Rg

Net radiation=

Latent heat flux

+ Sensible heat flux
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1st Generation LSM; Pitman 2003, J. International Climatology
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Recipe for a JULES run

• Model code


• Namelists with parameter settings


• Driving meteorological data


• Soil physical properties


• Model grid


• Optional prescribed datasets (time-varying CO2, land use, O3)
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https://www.youtube.com/watch?v=xos2MnVxe-c
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Abstract Recent improvements to the Hadley Centre
climate model include the introduction of a new land
surface scheme called ‘‘MOSES’’ (Met Office Surface
Exchange Scheme). MOSES is built on the previous
scheme, but incorporates in addition an interactive
plant photosynthesis and conductance module, and
a new soil thermodynamics scheme which simulates the
freezing and melting of soil water, and takes account of
the dependence of soil thermal characteristics on the
frozen and unfrozen components. The impact of these
new features is demonstrated by comparing 1!CO

!and 2!CO
!

climate simulations carried out using the
old (UKMO) and new (MOSES) land surface schemes.
MOSES is found to improve the simulation of current
climate. Soil water freezing tends to warm the high-
latitude land in the northern Hemisphere during
autumn and winter, whilst the increased soil water
availability in MOSES alleviates a spurious summer
drying in the mid-latitudes. The interactive canopy
conductance responds directly to CO

!
, supressing

transpiration as the concentration increases and pro-
ducing a significant enhancement of the warming due
to the radiative effects of CO

!
alone.

Introduction

Land surface schemes are crucial component of numer-
ical weather prediction (NWP) and general circulation
models (GCMs), calculating the surface to atmosphere
fluxes of heat and water, and updating the surface and
subsurface variables which affect these fluxes. Offline
tests have demonstrated that apparently small

differences amongst these schemes can lead to a wide
spread in the results (Henderson-Sellers et al. 1996), but
it is still unclear how this spread is affected by coupling
the schemes to a host atmospheric model. Moreover,
even less has been published concerning the impact of
land surface process representation on GCM simula-
tions of climate sensitivity to increasing greenhouse
gases, which are currently the focus of so much public
concern (Houghton et al. 1995).

The realisation that land surface schemes can influ-
ence the performance of atmospheric models has driven
an increase in the complexity of these schemes. The first
numerical weather prediction (NWP) and general cir-
culation models (GCMs) to include any treatment of
land surface processes used variants of the simple
‘‘bucket’’ model (Carson 1982). In these, the status of
the land surface was defined in terms of the surface
temperature and the soil moisture held in a single store
(or bucket), surface evaporation was calculated as the
product of a potential rate and a soil moisture depen-
dent ‘‘!’’ factor, and runoff was assumed to occur when-
ever the bucket overflowed. Schemes of this type
generally assumed geographically uniform values for
the water holding capacity of the bucket and neglected
the significant impact of vegetation and soil types on
the surface to atmosphere fluxes of heat, water and
momentum.

A second generation of land surface schemes were
developed in the mid-eighties to address some of the
obvious limitations of the bucket model (Sellers et al.
1986). Amongst these was a scheme of intermediate
complexity developed for use in the Meteorological
Office (MO) 11 layer model and later included within
the Unified Model (UM) system (Warrilow and Buck-
ley 1989). This scheme (hereafter called the ‘‘UKMO’’
scheme) has performed quite well in the PILPS inter-
comparisons (Chen et al. 1997), but it includes a num-
ber of simplifications which may constrain its ability to
respond realistically to extremes in meteorological and
climatological forcing. A new scheme, called MOSES
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Abstract

Land surface schemes are vital components of general circulation models (GCMs) which provide the fluxes of heat, water
and momentum at the land–atmosphere interface. The fluxes simulated by these schemes are especially dependent on the way
in which the canopy (or ‘bulk stomatal’) conductance for plant transpiration is modelled. Considerable research has been
carried out into the dependences of canopy conductance on the local environment, and empirical relationships for such
dependences have been obtained by fitting the data collected in field and laboratory experiments. However, observed leaf
level relationships between stomatal conductance and net photosynthesis suggest an alternative approach. Given an appropriate
algorithm for scaling these values up to canopy level, such relationships allow canopy conductance values to be derived from
(comparatively) well validated models of leaf photosynthesis. This approach is likely to become especially attractive as land
surface schemes are extended to simulate CO2 fluxes, since the shared environmental dependences of canopy conductance and
photosynthesis reduce the number of model parameters which require independent specification. This paper is concerned with
the evaluation of canopy level relationships between photosynthesis and conductance using data from the first international
satellite land surface climatology project (Islscp) field experiment (Fife). Simultaneous measurements of CO2 and water
vapour fluxes, taken over a predominantly C4 grassland, are used to independently test the conductance and photosynthesis
models. Based on these tests, a simple coupled model of canopy conductance and photosynthesis is developed, which produces
a good match to the experimental data. ! 1998 Elsevier Science B.V. All rights reserved.
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Abstract. The Joint UK Land Environment Simula-
tor (JULES) is a process-based model that simulates the
fluxes of carbon, water, energy and momentum between the
land surface and the atmosphere. Many studies have demon-
strated the important role of the land surface in the func-
tioning of the Earth System. Different versions of JULES
have been employed to quantify the effects on the land car-
bon sink of climate change, increasing atmospheric carbon
dioxide concentrations, changing atmospheric aerosols and
tropospheric ozone, and the response of methane emissions
from wetlands to climate change.
This paper describes the consolidation of these advances

in the modelling of carbon fluxes and stores, in both the veg-
etation and soil, in version 2.2 of JULES. Features include
a multi-layer canopy scheme for light interception, includ-
ing a sunfleck penetration scheme, a coupled scheme of leaf
photosynthesis and stomatal conductance, representation of
the effects of ozone on leaf physiology, and a description
of methane emissions from wetlands. JULES represents the
carbon allocation, growth and population dynamics of five
plant functional types. The turnover of carbon from living
plant tissues is fed into a 4-pool soil carbon model.
The process-based descriptions of key ecological pro-

cesses and trace gas fluxes in JULES mean that this com-
munity model is well-suited for use in carbon cycle, climate
change and impacts studies, either in standalone mode or as
the land component of a coupled Earth system model.

Correspondence to: D. B. Clark
(dbcl@ceh.ac.uk)

1 Introduction

Terrestrial ecosystems play an important role in land surface
energy and trace gas exchange with the atmosphere. They
currently absorb almost one third of the anthropogenic car-
bon dioxide (CO2) emissions (Prentice et al., 2001; Le Quéré
et al., 2009), although the locations and mechanisms for
these terrestrial carbon sinks are debated and uncertain (Ciais
et al., 1995; McGuire et al., 2001; Stephens et al., 2007;
Phillips et al., 2009). Furthermore, land-atmosphere ex-
change of non-CO2 greenhouse gases, such as Methane
(CH4), Ozone (O3) and Nitrous Oxide (N2O), affect atmo-
spheric chemistry and climate (Arneth et al., 2010). Vegeta-
tion and soils also exert a strong control on the surface energy
balance and the physical state of the atmosphere. Anthro-
pogenic climate change has been projected to radically alter
the structure and function of terrestrial ecosystems (Cramer
et al., 2001; Sitch et al., 2008). Future shifts in vegetation,
such as a northward migration of the boreal forest into tun-
dra, are likely to impact the climate via both biogeophysi-
cal and biogeochemical feedbacks. This spurred the devel-
opment of Dynamic Global Vegetation Models (DGVMs;
Cox, 2001; Sitch et al., 2003; Prentice et al., 2007) which
describe the structure and function of the major global ter-
restrial ecosystems.
Advances in recent years have seen the inclusion in land

surface models of first a carbon cycle (Cox et al., 2000) and
a nitrogen cycle (Thornton et al., 2007; Sokolov et al., 2008).
Using the TRIFFID DGVM coupled to a General Circula-
tion Model (HadCM3LC), Cox et al. (2000) were the first to
show the possibility of a positive climate-land carbon cycle

Published by Copernicus Publications on behalf of the European Geosciences Union.
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Abstract. This manuscript describes the energy and water
components of a new community land surface model called
the Joint UK Land Environment Simulator (JULES). This is
developed from the Met Office Surface Exchange Scheme
(MOSES). It can be used as a stand alone land surface model
driven by observed forcing data, or coupled to an atmo-
spheric global circulation model. The JULES model has
been coupled to the Met Office Unified Model (UM) and
as such provides a unique opportunity for the research com-
munity to contribute their research to improve both world-
leading operational weather forecasting and climate change
prediction systems. In addition JULES, and its forerunner
MOSES, have been the basis for a number of very high-
profile papers concerning the land-surface and climate over
the last decade. JULES has a modular structure aligned to
physical processes, providing the basis for a flexible mod-
elling platform.

1 Introduction

Traditionally Land Surface Models (LSMs) have been con-
sidered as the lower boundary condition for Global Cir-
culation Models (GCMs) and other atmospheric modelling
systems. Over the last couple of decades, the importance
of the influence that the land surface has on atmospheric

Correspondence to: M. Best
(martin.best@metoffice.gov.uk)

modelling has increased, which has led to additional focus
on the complexity and accuracy of LSMs. Models have de-
veloped from a simple energy balance with a simple soil
scheme (e.g., Deardorff, 1978) through to complex vege-
tation structures with multiple layer soil hydrology. Ex-
amples of currently used land surface schemes include the
Interaction Soil-Biosphere-Atmosphere model (ISBA, Noil-
han and Planton, 1989), the Canadian Land Surface Scheme
(CLASS, Verseghy, 1991; Verseghy et al., 1993), the Tiled
ECMWF Scheme for Surface Exchanges over Land model
(TESSEL, Viterbo and Beljaars, 1995), the NOAH model
(Ek et al., 2003) and the Community Land Model (CLM,
Oleson et al., 2010).
The large differences in the response of the surface fluxes

to various surfaces has initiated a representation of sub-
gridscale heterogeneity, such as tile or mosaic schemes (e.g.,
Essery et al., 2003a). Differences at the surface can be caused
by their interaction with snow (e.g., snow on top of the sur-
face as with bare soil and short vegetation, or snow under the
“surface” as with needleleaf forests), the availability of water
at the surface influencing the Bowen ratio (e.g., open water,
snow and ice surfaces compared to vegetation and bare soil
surfaces), or in the treatment of the carbon cycle for vegeta-
tion (e.g., the difference in carbon pathways between C3 and
C4 vegetation). Further increases in model resolution, par-
ticularly for regional scale operational weather forecasting,
open up new challenges in the way we represent the sub-
gridscale heterogeneity at the surface, as the nature of the
heterogeneity changes.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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Abstract. Dynamic global vegetation models (DGVMs) are
used for studying historical and future changes to vegetation
and the terrestrial carbon cycle. JULES (the Joint UK Land
Environment Simulator) represents the land surface in the
Hadley Centre climate models and in the UK Earth System
Model. Recently the number of plant functional types (PFTs)
in JULES was expanded from five to nine to better repre-
sent functional diversity in global ecosystems. Here we in-
troduce a more mechanistic representation of vegetation dy-
namics in TRIFFID, the dynamic vegetation component of
JULES, which allows for any number of PFTs to compete
based solely on their height; therefore, the previous hard-
wired dominance hierarchy is removed.

With the new set of nine PFTs, JULES is able to more ac-
curately reproduce global vegetation distribution compared
to the former five PFT version. Improvements include the
coverage of trees within tropical and boreal forests and a
reduction in shrubs, the latter of which dominated at high
latitudes. We show that JULES is able to realistically rep-
resent several aspects of the global carbon (C) cycle. The
simulated gross primary productivity (GPP) is within the
range of observations, but simulated net primary productiv-
ity (NPP) is slightly too high. GPP in JULES from 1982 to
2011 is 133 Pg C yr�1, compared to observation-based esti-
mates (over the same time period) between 123 ± 8 and 150–
175 Pg C yr�1. NPP from 2000 to 2013 is 72 Pg C yr�1, com-
pared to satellite-derived NPP of 55 Pg C yr�1 over the same
period and independent estimates of 56.2 ± 14.3 Pg C yr�1.

The simulated carbon stored in vegetation is 542 Pg C, com-
pared to an observation-based range of 400–600 Pg C. Soil
carbon is much lower (1422 Pg C) than estimates from mea-
surements (> 2400 Pg C), with large underestimations of soil
carbon in the tropical and boreal forests.

We also examined some aspects of the historical terres-
trial carbon sink as simulated by JULES. Between the 1900s
and 2000s, increased atmospheric carbon dioxide levels en-
hanced vegetation productivity and litter inputs into the soils,
while land use change removed vegetation and reduced soil
carbon. The result is a simulated increase in soil carbon
of 57 Pg C but a decrease in vegetation carbon of 98 Pg C.
The total simulated loss of soil and vegetation carbon due
to land use change is 138 Pg C from 1900 to 2009, com-
pared to a recent observationally constrained estimate of
155 ± 50 Pg C from 1901 to 2012. The simulated land car-
bon sink is 2.0 ± 1.0 Pg C yr�1 from 2000 to 2009, in close
agreement with estimates from the IPCC and Global Carbon
Project.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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4. HOW DO WE REPRESENT THE LAND SURFACE IN CLIMATE MODELS ?

4.1. Background

Climate models are designed to simulate climate (i.e. long time scales, years to centuries) at large spatial
scales (continents for example). An evaluation of the performance of current climate models (McAvaney
et al., 2001) indicates that they are reliable at the spatial scales of continents and at seasonal time scales. In
order to generate simulations of climate at these scales, climate models represent diurnal time scales for (at
present) grid squares of order 200–300 km in size. Although some climate models can use a higher resolution
(∼100 km) this does not fundamentally change the challenge of simulating land surface processes. Thus, while
there is little evidence that climate model simulations provide reliable information at small time scales (e.g.
days), or at spatial scales of individual grid squares, the land surface processes important to climate must be
represented at these scales (see Henderson-Sellers and McGuffie, 1987 or Trenberth, 1992 for background on
these issues).

An LSM should either explicitly (in terms of representing individual physical processes) or implicitly (in
terms of an averaged or aggregated role) represent those processes that influence climate at time scales from
about 15 min (approximately the time step of a climate model) through to the time scales at which a given
process affects climate. For example, climate model simulations conducted for 10 years may not need to be
concerned with ecosystem dynamics, which tend to affect climate on longer time scales (Sellers, 1992). For
simulations run for 100–200 years into the future, LSMs may need to include virtually all key processes that
affect the exchange of energy, water, momentum and carbon between the surface and the atmosphere.

4.2. First-generation models

The first LSM was implemented by Manabe (1969) into a climate model that intentionally included a
simple and idealized distribution of the oceans and continents and did not attempt to represent the seasonal
or diurnal cycle. This LSM used a simple energy balance equation, ignoring heat conduction into the soil (a
reasonable assumption given the lack of the diurnal or seasonal cycle). Manabe (1969) implemented a globally
constant soil depth and water-holding capacity, where evaporation was limited by soil water content below
a threshold; if the soil moisture exceeded a prescribed limit, then further precipitation generated runoff. This
parameterization of hydrology is commonly called the ‘Manabe bucket model’. Manabe (1969) acknowledged
that these are major simplifications, but defended them on the basis that he was exploring climate within a
simplified climate modelling framework. Despite the caveats and simplifications, Manabe (1969) was a key
step in the representation of land surface processes in climate models. An illustration of the basic conceptual
design of this first-generation model is shown in Figure 8.

Figure 8. Illustration of a first-generation land surface model. Terms not defined in the text are the reference height for temperature Tr,
the maximum soil moisture capacity (Wmax) and the soil moisture content w. Modified from Sellers et al. (1997)
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4.1. Background

Climate models are designed to simulate climate (i.e. long time scales, years to centuries) at large spatial
scales (continents for example). An evaluation of the performance of current climate models (McAvaney
et al., 2001) indicates that they are reliable at the spatial scales of continents and at seasonal time scales. In
order to generate simulations of climate at these scales, climate models represent diurnal time scales for (at
present) grid squares of order 200–300 km in size. Although some climate models can use a higher resolution
(∼100 km) this does not fundamentally change the challenge of simulating land surface processes. Thus, while
there is little evidence that climate model simulations provide reliable information at small time scales (e.g.
days), or at spatial scales of individual grid squares, the land surface processes important to climate must be
represented at these scales (see Henderson-Sellers and McGuffie, 1987 or Trenberth, 1992 for background on
these issues).

An LSM should either explicitly (in terms of representing individual physical processes) or implicitly (in
terms of an averaged or aggregated role) represent those processes that influence climate at time scales from
about 15 min (approximately the time step of a climate model) through to the time scales at which a given
process affects climate. For example, climate model simulations conducted for 10 years may not need to be
concerned with ecosystem dynamics, which tend to affect climate on longer time scales (Sellers, 1992). For
simulations run for 100–200 years into the future, LSMs may need to include virtually all key processes that
affect the exchange of energy, water, momentum and carbon between the surface and the atmosphere.

4.2. First-generation models

The first LSM was implemented by Manabe (1969) into a climate model that intentionally included a
simple and idealized distribution of the oceans and continents and did not attempt to represent the seasonal
or diurnal cycle. This LSM used a simple energy balance equation, ignoring heat conduction into the soil (a
reasonable assumption given the lack of the diurnal or seasonal cycle). Manabe (1969) implemented a globally
constant soil depth and water-holding capacity, where evaporation was limited by soil water content below
a threshold; if the soil moisture exceeded a prescribed limit, then further precipitation generated runoff. This
parameterization of hydrology is commonly called the ‘Manabe bucket model’. Manabe (1969) acknowledged
that these are major simplifications, but defended them on the basis that he was exploring climate within a
simplified climate modelling framework. Despite the caveats and simplifications, Manabe (1969) was a key
step in the representation of land surface processes in climate models. An illustration of the basic conceptual
design of this first-generation model is shown in Figure 8.

Figure 8. Illustration of a first-generation land surface model. Terms not defined in the text are the reference height for temperature Tr,
the maximum soil moisture capacity (Wmax) and the soil moisture content w. Modified from Sellers et al. (1997)
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Fig. 1. Modular structure of the JULES model. The boxes show each of the physics modules whilst the lines between the boxes show the
physical processes that connect these modules. The surrounding three boxes show the cross-cutting themes.
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The definitions for all symbols are given in Appendix A,
along with their units.
For the longwave radiative exchange between vegetation

and the soil, one reflection of the emitted radiation is mod-
elled (hence the reason why both emissivities appear in
Eq. 4). This assumes that further reflections can be neglected.

A number of options can be chosen to adjust the formula-
tion of the surface energy balance equations. These options
increase the level of complexity for the interaction between
the surface and the underlying soil, but have the capability
to give improvements to the representation of the surface ex-
change of fluxes and the surface temperature, especially at
night (Best and Hopwood, 2001). The traditional surface en-
ergy balance equations can be obtained by setting the surface
heat capacity to zero (i.e., setting the left-hand side of Eq. (1)

to zero) and having only conductive coupling between the
surface and the underlying soil (i.e., by setting the vegetation
fraction variable to zero in Eq. 4). This was the original sur-
face energy balance that was used within the MOSES model,
but Best and Hopwood (2001) showed that this did not pro-
vide sufficient cooling during the night over a grass surface.
A better fit to the data was given if the surface is radiativly
coupled to the underlying soil rather than coupling through
conduction. These improvements are provided by the second
option which uses not only radiative coupling, but also tur-
bulence between the canopy and the underlying soil for veg-
etation surfaces, but still retains a zero surface heat capacity
(Cs= 0). A third option utilises the full energy balance equa-
tions above (Eqs. 1–4). This introduces a heat capacity for
the surface, which not only gives further improvements for
tall vegetation such as forests that have a larger heat capac-
ity than the grass surface considered in (Best and Hopwood,
2001), but also enables other surfaces (such as urban, see sec-
tion 2.4) to be easily introduced within the model framework.
The surface heat capacity is specified for non-vegetation sur-
faces, but is determined from the leaf and woody biomass for
vegetation using

Cs= CLBL+CWBW (5)

Larger heat capacities result in a stronger thermal inertia for
the surface.
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4. HOW DO WE REPRESENT THE LAND SURFACE IN CLIMATE MODELS ?

4.1. Background

Climate models are designed to simulate climate (i.e. long time scales, years to centuries) at large spatial
scales (continents for example). An evaluation of the performance of current climate models (McAvaney
et al., 2001) indicates that they are reliable at the spatial scales of continents and at seasonal time scales. In
order to generate simulations of climate at these scales, climate models represent diurnal time scales for (at
present) grid squares of order 200–300 km in size. Although some climate models can use a higher resolution
(∼100 km) this does not fundamentally change the challenge of simulating land surface processes. Thus, while
there is little evidence that climate model simulations provide reliable information at small time scales (e.g.
days), or at spatial scales of individual grid squares, the land surface processes important to climate must be
represented at these scales (see Henderson-Sellers and McGuffie, 1987 or Trenberth, 1992 for background on
these issues).

An LSM should either explicitly (in terms of representing individual physical processes) or implicitly (in
terms of an averaged or aggregated role) represent those processes that influence climate at time scales from
about 15 min (approximately the time step of a climate model) through to the time scales at which a given
process affects climate. For example, climate model simulations conducted for 10 years may not need to be
concerned with ecosystem dynamics, which tend to affect climate on longer time scales (Sellers, 1992). For
simulations run for 100–200 years into the future, LSMs may need to include virtually all key processes that
affect the exchange of energy, water, momentum and carbon between the surface and the atmosphere.

4.2. First-generation models

The first LSM was implemented by Manabe (1969) into a climate model that intentionally included a
simple and idealized distribution of the oceans and continents and did not attempt to represent the seasonal
or diurnal cycle. This LSM used a simple energy balance equation, ignoring heat conduction into the soil (a
reasonable assumption given the lack of the diurnal or seasonal cycle). Manabe (1969) implemented a globally
constant soil depth and water-holding capacity, where evaporation was limited by soil water content below
a threshold; if the soil moisture exceeded a prescribed limit, then further precipitation generated runoff. This
parameterization of hydrology is commonly called the ‘Manabe bucket model’. Manabe (1969) acknowledged
that these are major simplifications, but defended them on the basis that he was exploring climate within a
simplified climate modelling framework. Despite the caveats and simplifications, Manabe (1969) was a key
step in the representation of land surface processes in climate models. An illustration of the basic conceptual
design of this first-generation model is shown in Figure 8.

Figure 8. Illustration of a first-generation land surface model. Terms not defined in the text are the reference height for temperature Tr,
the maximum soil moisture capacity (Wmax) and the soil moisture content w. Modified from Sellers et al. (1997)
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Figure 10. Schematic of a cross-section of a leaf. The resistance not defined in the text is the mesophyll resistance (rm)

where Rd is the leaf respiration rate. Collatz et al. (1991) explain how to solve this equation in
some detail, and there is also some useful discussion in Bonan (1995) and Cox et al. (1998). Over-
all, Equations (15) and (16) represent a coupled model of stomatal conductance and photosynthesis.
By assuming that mean incident PAR and leaf nitrogen concentrations were proportional through the
plant canopy, Sellers et al. (1992b) derived methods to scale these leaf-level models to canopy-scale
models, giving estimates of the canopy resistance rc, canopy photosynthesis AC and canopy respira-
tion RD shown in Figure 11. From these, the gross primary productivity can be obtained !g (Cox
et al., 1998):

!g = 0.012(AC + RDβ) (17)

where β is a moisture limitation term imposed on the dark respiration rate and the 0.012 factor converts from
units of mol CO2 m−2 s−1 to kg C m−2 s−1. Net primary productivity ! is

! = !g − Rp (18)

where Rp is the plant respiration, split into maintenance and growth respiration. This can be allo-
cated in a variety of ways to influence vegetation phenology (Figure 12), but it needs knowledge of
the nitrogen distribution. This coupling of the transpiration and photosynthesis parameterizations brought
biology and biochemistry into the heart of LSMs (Figure 11). It also brought about the potential
to model the role of the biosphere explicitly in LSMs and, most critically, the biospheric sink for
CO2. Key individuals, including Sellers et al. (1992b), Bonan (1995) and Cox et al. (1998), built this
capacity into LSMs and used them within climate models and provide reasonably accessible descrip-
tions of the overall procedure for modelling the link between photosynthesis and canopy conductance
(Figure 11).

Once net carbon assimilation or net primary productivity has been calculated, an opportunity then exists to
do something with the assimilated carbon. In nature, plants use a net accumulation of carbon to grow leaves,
branches, roots, etc. This is a net loss of CO2 from the atmosphere, which constitutes the terrestrial carbon
sink. Taking a net accumulation of carbon and partitioning it such that growth occurs is not a traditional
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Climate models are designed to simulate climate (i.e. long time scales, years to centuries) at large spatial
scales (continents for example). An evaluation of the performance of current climate models (McAvaney
et al., 2001) indicates that they are reliable at the spatial scales of continents and at seasonal time scales. In
order to generate simulations of climate at these scales, climate models represent diurnal time scales for (at
present) grid squares of order 200–300 km in size. Although some climate models can use a higher resolution
(∼100 km) this does not fundamentally change the challenge of simulating land surface processes. Thus, while
there is little evidence that climate model simulations provide reliable information at small time scales (e.g.
days), or at spatial scales of individual grid squares, the land surface processes important to climate must be
represented at these scales (see Henderson-Sellers and McGuffie, 1987 or Trenberth, 1992 for background on
these issues).

An LSM should either explicitly (in terms of representing individual physical processes) or implicitly (in
terms of an averaged or aggregated role) represent those processes that influence climate at time scales from
about 15 min (approximately the time step of a climate model) through to the time scales at which a given
process affects climate. For example, climate model simulations conducted for 10 years may not need to be
concerned with ecosystem dynamics, which tend to affect climate on longer time scales (Sellers, 1992). For
simulations run for 100–200 years into the future, LSMs may need to include virtually all key processes that
affect the exchange of energy, water, momentum and carbon between the surface and the atmosphere.

4.2. First-generation models

The first LSM was implemented by Manabe (1969) into a climate model that intentionally included a
simple and idealized distribution of the oceans and continents and did not attempt to represent the seasonal
or diurnal cycle. This LSM used a simple energy balance equation, ignoring heat conduction into the soil (a
reasonable assumption given the lack of the diurnal or seasonal cycle). Manabe (1969) implemented a globally
constant soil depth and water-holding capacity, where evaporation was limited by soil water content below
a threshold; if the soil moisture exceeded a prescribed limit, then further precipitation generated runoff. This
parameterization of hydrology is commonly called the ‘Manabe bucket model’. Manabe (1969) acknowledged
that these are major simplifications, but defended them on the basis that he was exploring climate within a
simplified climate modelling framework. Despite the caveats and simplifications, Manabe (1969) was a key
step in the representation of land surface processes in climate models. An illustration of the basic conceptual
design of this first-generation model is shown in Figure 8.

Figure 8. Illustration of a first-generation land surface model. Terms not defined in the text are the reference height for temperature Tr,
the maximum soil moisture capacity (Wmax) and the soil moisture content w. Modified from Sellers et al. (1997)
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where Rd is the leaf respiration rate. Collatz et al. (1991) explain how to solve this equation in
some detail, and there is also some useful discussion in Bonan (1995) and Cox et al. (1998). Over-
all, Equations (15) and (16) represent a coupled model of stomatal conductance and photosynthesis.
By assuming that mean incident PAR and leaf nitrogen concentrations were proportional through the
plant canopy, Sellers et al. (1992b) derived methods to scale these leaf-level models to canopy-scale
models, giving estimates of the canopy resistance rc, canopy photosynthesis AC and canopy respira-
tion RD shown in Figure 11. From these, the gross primary productivity can be obtained !g (Cox
et al., 1998):

!g = 0.012(AC + RDβ) (17)

where β is a moisture limitation term imposed on the dark respiration rate and the 0.012 factor converts from
units of mol CO2 m−2 s−1 to kg C m−2 s−1. Net primary productivity ! is

! = !g − Rp (18)

where Rp is the plant respiration, split into maintenance and growth respiration. This can be allo-
cated in a variety of ways to influence vegetation phenology (Figure 12), but it needs knowledge of
the nitrogen distribution. This coupling of the transpiration and photosynthesis parameterizations brought
biology and biochemistry into the heart of LSMs (Figure 11). It also brought about the potential
to model the role of the biosphere explicitly in LSMs and, most critically, the biospheric sink for
CO2. Key individuals, including Sellers et al. (1992b), Bonan (1995) and Cox et al. (1998), built this
capacity into LSMs and used them within climate models and provide reasonably accessible descrip-
tions of the overall procedure for modelling the link between photosynthesis and canopy conductance
(Figure 11).

Once net carbon assimilation or net primary productivity has been calculated, an opportunity then exists to
do something with the assimilated carbon. In nature, plants use a net accumulation of carbon to grow leaves,
branches, roots, etc. This is a net loss of CO2 from the atmosphere, which constitutes the terrestrial carbon
sink. Taking a net accumulation of carbon and partitioning it such that growth occurs is not a traditional
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For vegetation, the surface resistance is calculated using
the photosynthesis model described in Sect. 2.2.
For the vegetative surfaces, the latent heat flux is deter-

mined from a combination of evapotranspiration and bare
soil evaporation. The relative contributions from vegetation
and bare soil are a representation of the fraction of bare soil
that can be seen through the vegetation canopy. Hence the
fractions for each of these is determined by the density of the
leaves, through the leaf area index. The combined flux repre-
sents the interaction of the atmosphere with both the canopy
and the soil beneath.
Note this is different to the approach used to represent the

evaporation from a sparse canopy. In this situation, due to
the limitations of the tile scheme approach as used in JULES
(see Sect. 2.5), the surface is distributed into a vegetation
land fraction that contributes to a vegetation tile, and a bare
soil land fraction that contributes to the bare soil tile.

2.2 Photosynthesis and stomatal conductance

The leaf level stomatal conductance (gs) and net photosyn-
thetic uptake (A) are linked via the CO2 diffusion equation:

A = gs(Cc�Ci)/1.6 (8)

A second equation by Jacobs (1994), which shares similar-
ities with the simplified form of the Leuning (1995) stomatal
conductance formulation, relates the ratio of internal to ex-
ternal CO2 concentrations to leaf humidity deficit,

Ci�C⇤
Cc�C⇤

= fo

✓
1� D

D⇤

◆
(9)

where fo and D⇤ are vegetation specific calibration parame-
ters, which are directly related to the parameters from the Le-
uning (1995) model (for details, see Cox et al., 1998). This
simplified formulation is convenient for large scale model ap-
plications (Cox et al., 1998). Potential (non-water stressed)
leaf level photosynthesis (AP) is calculated in JULES using
the C3 and C4 photosynthesis models of Collatz et al. (1991)
and Collatz et al. (1992) respectively. Photosynthesis is sim-
ulated as the minimum of three limiting rates: (i) Rubisco
limited rate (WC), (ii) light limited rate (WL) and (iii) rate
of transport of photosynthetic products (in the case of C3
plants) and PEP-Carboxylase limitation (in the case of C4
plants) WE. With both, WC and WL having a dependency on
the leaf internal CO2 concentration, Ci.

AP=min(WC,WL,WE) (10)

Leaf photosynthesis A, is related to the potential (non-
stressed) leaf photosynthesis (AP) as follows,

A = AP� (11)

� is the dimensionless moisture stress factor, which is related
to the mean soil moisture concentration in the root zone, and
the critical and wilting point concentrations as follows:

� =

8
<

:

1 for ✓ � ✓c
✓�✓w
✓c�✓w

for ✓w< ✓ < ✓c
0 for ✓  ✓w

(12)

The critical point is defined by a matrix water potential of
�33 kPa (Cox et al., 1999), which compares to the more
commonly used field capacity that has a matrix water poten-
tial of �10 kPa. The use of the critical point enables vegeta-
tion to maintain an un-water stressed transpiration at values
below field capacity.
JULES uses either a big leaf or a multi-layer approach to

scale photosynthesis and conductance to the canopy level.
In the big leaf approach, canopy level photosynthesis and
conductance are calculated using leaf level fluxes and total
canopy leaf area index (Cox et al., 1998) using Beer’s law
(Monsi and Saeki, 1953). This is the original method used
in JULES, but does not produce a realistic dirunal cylce of
photosynthesis and hence evaporation (Mercado et al., 2007,
2009). A more realistic scheme is provided by the multi-
layer approach, in which the radiation absorbed and photo-
synthesis are estimated using a user defined number of leaf
area increments (canopy layers) within the canopy, with the
total canopy level flux calculated as the sum of the fluxes
from each individual canopy layer (Jogireddy et al., 2006;
Mercado et al., 2007). A number of options are available
in JULES for use with this multilayer approach. In addi-
tion to the user specifying the number of layers, a two layer
approximation can also be selected. This option is not as
accurate as the full multilayer scheme, but saves on compu-
tational time which can be important for weather forecasting
applications. Another option also allows for the variation of
leaf nitrogen within the vegetation canopy, leading to further
improvements within the multilayer scheme. Equations de-
scribing the biochemistry of leaf level photosynthesis (WC,
WL and WE) and scaling up methods from leaf to canopy
level are outlined in Part II, which describes the carbon cycle
in JULES (Clark et al., 2011).

2.3 Freely evaporating surfaces

Evaporation from the surfaces represented within JULES
comes from a number of sources. These include evapotran-
spiration (i.e., water extracted from the soil through vege-
tation) and bare soil evaporation, both of which include a
surface resistance that represents the restrictions in availabil-
ity of water at the surface. The other sources of evapora-
tion come directly from moisture stores and hence have no
surface resistance. These sources include evaporation from
open water surfaces, evaporation from surface water held in
the canopy of vegetation or ponding on urban surfaces, and
sublimation from snow.
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4. HOW DO WE REPRESENT THE LAND SURFACE IN CLIMATE MODELS ?

4.1. Background

Climate models are designed to simulate climate (i.e. long time scales, years to centuries) at large spatial
scales (continents for example). An evaluation of the performance of current climate models (McAvaney
et al., 2001) indicates that they are reliable at the spatial scales of continents and at seasonal time scales. In
order to generate simulations of climate at these scales, climate models represent diurnal time scales for (at
present) grid squares of order 200–300 km in size. Although some climate models can use a higher resolution
(∼100 km) this does not fundamentally change the challenge of simulating land surface processes. Thus, while
there is little evidence that climate model simulations provide reliable information at small time scales (e.g.
days), or at spatial scales of individual grid squares, the land surface processes important to climate must be
represented at these scales (see Henderson-Sellers and McGuffie, 1987 or Trenberth, 1992 for background on
these issues).

An LSM should either explicitly (in terms of representing individual physical processes) or implicitly (in
terms of an averaged or aggregated role) represent those processes that influence climate at time scales from
about 15 min (approximately the time step of a climate model) through to the time scales at which a given
process affects climate. For example, climate model simulations conducted for 10 years may not need to be
concerned with ecosystem dynamics, which tend to affect climate on longer time scales (Sellers, 1992). For
simulations run for 100–200 years into the future, LSMs may need to include virtually all key processes that
affect the exchange of energy, water, momentum and carbon between the surface and the atmosphere.

4.2. First-generation models

The first LSM was implemented by Manabe (1969) into a climate model that intentionally included a
simple and idealized distribution of the oceans and continents and did not attempt to represent the seasonal
or diurnal cycle. This LSM used a simple energy balance equation, ignoring heat conduction into the soil (a
reasonable assumption given the lack of the diurnal or seasonal cycle). Manabe (1969) implemented a globally
constant soil depth and water-holding capacity, where evaporation was limited by soil water content below
a threshold; if the soil moisture exceeded a prescribed limit, then further precipitation generated runoff. This
parameterization of hydrology is commonly called the ‘Manabe bucket model’. Manabe (1969) acknowledged
that these are major simplifications, but defended them on the basis that he was exploring climate within a
simplified climate modelling framework. Despite the caveats and simplifications, Manabe (1969) was a key
step in the representation of land surface processes in climate models. An illustration of the basic conceptual
design of this first-generation model is shown in Figure 8.

Figure 8. Illustration of a first-generation land surface model. Terms not defined in the text are the reference height for temperature Tr,
the maximum soil moisture capacity (Wmax) and the soil moisture content w. Modified from Sellers et al. (1997)
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Figure 10. Schematic of a cross-section of a leaf. The resistance not defined in the text is the mesophyll resistance (rm)

where Rd is the leaf respiration rate. Collatz et al. (1991) explain how to solve this equation in
some detail, and there is also some useful discussion in Bonan (1995) and Cox et al. (1998). Over-
all, Equations (15) and (16) represent a coupled model of stomatal conductance and photosynthesis.
By assuming that mean incident PAR and leaf nitrogen concentrations were proportional through the
plant canopy, Sellers et al. (1992b) derived methods to scale these leaf-level models to canopy-scale
models, giving estimates of the canopy resistance rc, canopy photosynthesis AC and canopy respira-
tion RD shown in Figure 11. From these, the gross primary productivity can be obtained !g (Cox
et al., 1998):

!g = 0.012(AC + RDβ) (17)

where β is a moisture limitation term imposed on the dark respiration rate and the 0.012 factor converts from
units of mol CO2 m−2 s−1 to kg C m−2 s−1. Net primary productivity ! is

! = !g − Rp (18)

where Rp is the plant respiration, split into maintenance and growth respiration. This can be allo-
cated in a variety of ways to influence vegetation phenology (Figure 12), but it needs knowledge of
the nitrogen distribution. This coupling of the transpiration and photosynthesis parameterizations brought
biology and biochemistry into the heart of LSMs (Figure 11). It also brought about the potential
to model the role of the biosphere explicitly in LSMs and, most critically, the biospheric sink for
CO2. Key individuals, including Sellers et al. (1992b), Bonan (1995) and Cox et al. (1998), built this
capacity into LSMs and used them within climate models and provide reasonably accessible descrip-
tions of the overall procedure for modelling the link between photosynthesis and canopy conductance
(Figure 11).

Once net carbon assimilation or net primary productivity has been calculated, an opportunity then exists to
do something with the assimilated carbon. In nature, plants use a net accumulation of carbon to grow leaves,
branches, roots, etc. This is a net loss of CO2 from the atmosphere, which constitutes the terrestrial carbon
sink. Taking a net accumulation of carbon and partitioning it such that growth occurs is not a traditional
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For vegetation, the surface resistance is calculated using
the photosynthesis model described in Sect. 2.2.
For the vegetative surfaces, the latent heat flux is deter-

mined from a combination of evapotranspiration and bare
soil evaporation. The relative contributions from vegetation
and bare soil are a representation of the fraction of bare soil
that can be seen through the vegetation canopy. Hence the
fractions for each of these is determined by the density of the
leaves, through the leaf area index. The combined flux repre-
sents the interaction of the atmosphere with both the canopy
and the soil beneath.
Note this is different to the approach used to represent the

evaporation from a sparse canopy. In this situation, due to
the limitations of the tile scheme approach as used in JULES
(see Sect. 2.5), the surface is distributed into a vegetation
land fraction that contributes to a vegetation tile, and a bare
soil land fraction that contributes to the bare soil tile.

2.2 Photosynthesis and stomatal conductance

The leaf level stomatal conductance (gs) and net photosyn-
thetic uptake (A) are linked via the CO2 diffusion equation:

A = gs(Cc�Ci)/1.6 (8)

A second equation by Jacobs (1994), which shares similar-
ities with the simplified form of the Leuning (1995) stomatal
conductance formulation, relates the ratio of internal to ex-
ternal CO2 concentrations to leaf humidity deficit,

Ci�C⇤
Cc�C⇤

= fo

✓
1� D

D⇤

◆
(9)

where fo and D⇤ are vegetation specific calibration parame-
ters, which are directly related to the parameters from the Le-
uning (1995) model (for details, see Cox et al., 1998). This
simplified formulation is convenient for large scale model ap-
plications (Cox et al., 1998). Potential (non-water stressed)
leaf level photosynthesis (AP) is calculated in JULES using
the C3 and C4 photosynthesis models of Collatz et al. (1991)
and Collatz et al. (1992) respectively. Photosynthesis is sim-
ulated as the minimum of three limiting rates: (i) Rubisco
limited rate (WC), (ii) light limited rate (WL) and (iii) rate
of transport of photosynthetic products (in the case of C3
plants) and PEP-Carboxylase limitation (in the case of C4
plants) WE. With both, WC and WL having a dependency on
the leaf internal CO2 concentration, Ci.

AP=min(WC,WL,WE) (10)

Leaf photosynthesis A, is related to the potential (non-
stressed) leaf photosynthesis (AP) as follows,

A = AP� (11)

� is the dimensionless moisture stress factor, which is related
to the mean soil moisture concentration in the root zone, and
the critical and wilting point concentrations as follows:

� =

8
<

:

1 for ✓ � ✓c
✓�✓w
✓c�✓w

for ✓w< ✓ < ✓c
0 for ✓  ✓w

(12)

The critical point is defined by a matrix water potential of
�33 kPa (Cox et al., 1999), which compares to the more
commonly used field capacity that has a matrix water poten-
tial of �10 kPa. The use of the critical point enables vegeta-
tion to maintain an un-water stressed transpiration at values
below field capacity.
JULES uses either a big leaf or a multi-layer approach to

scale photosynthesis and conductance to the canopy level.
In the big leaf approach, canopy level photosynthesis and
conductance are calculated using leaf level fluxes and total
canopy leaf area index (Cox et al., 1998) using Beer’s law
(Monsi and Saeki, 1953). This is the original method used
in JULES, but does not produce a realistic dirunal cylce of
photosynthesis and hence evaporation (Mercado et al., 2007,
2009). A more realistic scheme is provided by the multi-
layer approach, in which the radiation absorbed and photo-
synthesis are estimated using a user defined number of leaf
area increments (canopy layers) within the canopy, with the
total canopy level flux calculated as the sum of the fluxes
from each individual canopy layer (Jogireddy et al., 2006;
Mercado et al., 2007). A number of options are available
in JULES for use with this multilayer approach. In addi-
tion to the user specifying the number of layers, a two layer
approximation can also be selected. This option is not as
accurate as the full multilayer scheme, but saves on compu-
tational time which can be important for weather forecasting
applications. Another option also allows for the variation of
leaf nitrogen within the vegetation canopy, leading to further
improvements within the multilayer scheme. Equations de-
scribing the biochemistry of leaf level photosynthesis (WC,
WL and WE) and scaling up methods from leaf to canopy
level are outlined in Part II, which describes the carbon cycle
in JULES (Clark et al., 2011).

2.3 Freely evaporating surfaces

Evaporation from the surfaces represented within JULES
comes from a number of sources. These include evapotran-
spiration (i.e., water extracted from the soil through vege-
tation) and bare soil evaporation, both of which include a
surface resistance that represents the restrictions in availabil-
ity of water at the surface. The other sources of evapora-
tion come directly from moisture stores and hence have no
surface resistance. These sources include evaporation from
open water surfaces, evaporation from surface water held in
the canopy of vegetation or ponding on urban surfaces, and
sublimation from snow.
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Table 3. Summary of options available for the calculation of canopy photosynthesis.

Option Leaf to canopy scaling Radiation N profile Inhibition of leaf
respiration in light

1 Big leaf Beer’s law Beer’s law no
2 Multi-layer Two stream Constant through canopy no
3 Multi-layer radiation with Two stream Constant through canopy no

two classes (sunlit and shaded)
for photosynthesis

4 Multi-layer Two stream Decreases through canopy yes
5 Multi-layer including sunlit and Two stream with Decreases through canopy yes

shaded leaves in each layer sunfleck penetration

A comparison of the vertical profile of absorbed incident
PAR calculated with the two-stream approach against the
profile estimated with Beer’s law showed that the results
were similar only when the incident PAR was a direct beam
coming from a high sun angle, otherwise the fraction of ab-
sorbed PAR at any canopy level is higher when calculated
using Beer’s law (Jogireddy et al., 2006).
The two-stream approach provides a vertical profile of in-

tercepted radiation within the canopy which allows estima-
tion of photosynthesis and leaf respiration for each leaf area
increment within the canopy. When option 3 is selected,
rather than calculating photosynthesis for each canopy layer,
the leaves in each layer are considered to be either light-
limited or not light-limited (sunlit or shaded) according to
whether the light exceeds a threshold (Jogireddy et al., 2006).
The photosynthesis calculations are performed separately for
each class (sunlit or shaded) using the average light in the
class.

Sunfleck penetration

A further improvement to the estimation of absorbed radia-
tion fluxes within the canopy considers penetration of sun-
flecks through the canopy (option 5 in Table 3), which corre-
sponds to the direct component of the direct beam radiation,
i.e. it excludes the scattering component. Such a term is not
included in Eq. (20). Attenuation of Ib, the non-scattered in-
cident beam radiation per unit leaf area at canopy depth L,
normalised by the incident direct beam radiation above the
canopy, is calculated as (Dai et al., 2004):

Ib= (1�!)kbe
�kbL (22)

where (1�!) is the non-scattered part of the incident beam
(i.e. what is absorbed) and kb is the canopy beam radiation
extinction coefficient.
Following Dai et al. (2004) as implemented in Mercado

et al. (2009), radiation fluxes are split into direct beam ra-
diation, scattered direct beam and diffuse radiation, and it is
assumed that sunlit leaves absorb all types of radiation while

shaded leaves absorb only diffuse radiation. The fraction of
sunlit leaves (fsun), is defined as:

fsun= e�kbL (23)

For each canopy layer i with leaf area increment dLc, the
fraction of sunlit leaves, fraction of absorbed direct beam ra-
diation (Ibi ), fraction of scattered direct beam (Ibsi ) and frac-
tion of absorbed diffuse radiation (Idi ) are:

fsuni = e�kbL(e�kbdLc �1)
kbdLc

(24)

Ibi = (1�!)

 
e�kb(L�dLc) �e�kbL

dLc

!

(25)

Ibsi = !

 
e�kb(L�dLc) �e�kbL

dLc

!

+FAPARDIRi
(26)

Idi =FAPARDIFi
(27)

The fractions of the incident radiation above the canopy
which are absorbed by sunlit leaves (Isuni ) and shaded leaves
(Ishi ) in each leaf area increment within the canopy are cal-
culated as:

Ishi = fdIdi +(1�fd)Ibsi (28)

Isuni = Ishi +
(1�fd)Ibi

fsuni
(29)

where fd is the fraction of PAR which is diffuse radiation.
Isuni and Ishi are used to calculate the radiation absorbed in
each canopy layer by sunlit and shaded leaves by multiplying
by the incident radiation above the canopy, and thus to esti-
mate photosynthesis from sunlit (Asuni ) and shaded leaves
(Ashi ) for each canopy layer.

Scaling up to canopy-level

For all multi-layer options, canopy-scale fluxes are estimated
as the sum of the leaf-level fluxes in each layer, scaled by leaf
area. Hence canopy-level photosynthesis is estimated from
layer leaf-level photosynthesis (Ali) as follows:
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So far, all of this is in the surface part of JULES code
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Within surface part of code:
• sf_expl_jls —> physiol (every model tilmestep, e.g. half-hourly or hourly)


• physiol calls:


• albpft


•  root_frac


• smc_ext (without and with irrigation)


• raero


• sf_stom


• soil_evap


• leaf_lit


• cancap


• urbanemis


• microbe


• After physiol, sf_expl aggregates and accumulates fluxes for the next phenology and TRIFFID call 
(e.g. daily)
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.

dCv

dt
= (1��)5�3l (51)

Cv
d⌫

dt
= �5⌫⇤

 

1�
X

j

cij ⌫j

!

��⌫ ⌫⇤Cv (52)

where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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dt
= (1��)5�3l (51)
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.

dCv

dt
= (1��)5�3l (51)
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only

www.geosci-model-dev.net/4/701/2011/ Geosci. Model Dev., 4, 701–722, 2011

From Clark et al. 2011, Harper et al. 2018



NPP: 
f(PFT)

Soil

Litterfall (due to 
competition)

Litterfall (Natural 
turnover)

Soil Respiration

TRIFFID
C for 

spreading
C for 

growth

Depends on 𝜆, a 
function of phenology

C in leaves, 
roots, and 

wood

D. B. Clark et al.: JULES: carbon fluxes and vegetation dynamics 711

Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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Table 6. Default values of PFT-specific parameters for TRIFFID.

Broadleaf Needleleaf C3 C4 Shrub
tree tree grass grass

�v (360 days)�1 Disturbance rate 0.005 0.007 0.20 0.20 0.05
�r (360 days)�1 Turnover rate for 0.25 0.15 0.25 0.25 0.25

root biomass
�w (360 days)�1 Turnover rate for 0.005 0.005 0.20 0.20 0.05

woody biomass
Lmax Maximum LAI 9.00 5.00 4.00 4.00 3.00
Lmin Minimum LAI 1.00 1.00 1.00 1.00 1.00

5 Vegetation dynamics

The dynamic vegetation model used in JULES is TRIFFID
(Cox, 2001). Each land grid box is assumed to be either com-
pletely covered by permanent ice (in which case TRIFFID is
not used) or to have no ice cover. At these non-ice points, the
urban and lake surface types (if present) are assumed to have
time-constant fractions while the 5 PFTs compete for the re-
maining coverage as simulated by TRIFFID. 1 The final sur-
face type, bare soil, is the remaining space after simulating
the coverage of the vegetation types.
The 5 PFTs of TRIFFID were chosen as a minimal set

to represent the variation in vegetation structure (e.g. canopy
height, root depth) and function (e.g. C3 versus C4 photosyn-
thesis) for inclusion of both biophysical and biogeochemical
vegetation feedbacks in Earth System Models. The number
of PFTs defined in DGVMs typically ranges from 2 (Brovkin
et al., 1997) to 10 (Sitch et al., 2003) and depends on the eco-
logical processes explicitly represented in the model and the
availability of field data for defining parameter values, which
is often incomplete. The latter is especially relevant to land
surface models within Earth System Models as these require
detailed information on both ecophysiological and physical
parameters. The original 5 PFTs of TRIFFID represented a
pragmatic choice balancing comprehensiveness against com-
putational expense and limited data availability for the para-
materization of each PFT. The choice and definition of PFTs
is an area of active research within the land surface modelling
community.

5.1 Vegetation growth and competition

The vegetation carbon density, Cv, and fractional coverage,
⌫, of a given PFT are updated based on the carbon balance of
that PFT and on competition with other PFTs:

1Note that although the number of PFTs in JULES is generally
flexible, a run that uses TRIFFID to simulate vegetation competition
can only use the 5 standard PFTs (broadleaf trees, needleleaf trees,
C3 grasses, C4 grasses and shrubs) as the competition coefficients
are hardwired.
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where 5 is the net primary productivity per unit vegetated
area of the PFT in question, 3l is the local litterfall rate,
and �v is the large-scale disturbance rate. ⌫⇤ =max{⌫,✏},
where ✏ = 0.01 is the “seed fraction”. Under most circum-
stances ⌫⇤ is identical to the a real fraction, ⌫, but each PFT
is “seeded” by ensuring that ⌫⇤ never drops below the seed
fraction. A fraction � of this NPP is utilised in increasing
the fractional coverage (Eq. 52), and the remainder increases
the carbon content of the existing vegetated area (Eq. 51).
Default values of PFT-specific parameters for TRIFFID are
given in Table 6.
The competition coefficients, cij , represent the impact of

vegetation type j on the vegetation type of interest. These
coefficients all lie between zero and unity, so that compe-
tition for space acts to reduce the growth of ⌫ that would
otherwise occur (i.e. it produces density-dependent litter pro-
duction). Each PFT experiences “intra-species” competition,
with cii = 1 so that the vegetation fraction is always limited
to be less than one. Competition between natural PFTs is
based on a tree-shrub-grass dominance hierarchy, with dom-
inant types i limiting the expansion of sub-dominant types
j (cji = 1), but not vice-versa (cij = 0). However, the tree
types (broadleaf and needleleaf) and grass types (C3 and C4)
co-compete with competition coefficients dependent on their
relative heights, hi and hj :

cij = 1
1+e20(hi�hj )/(hi+hj )

(53)

The form of this function ensures that the i-th PFT domi-
nates when it is much taller, and the j -th PFT dominates in
the opposite limit. The factor of 20 was chosen to give co-
competition over a reasonable range of height differences.
Some allowance is made for agricultural regions, from which
the woody types (i.e. trees and shrubs) are excluded, and only
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In the vegetation part of JULES code

https://code.metoffice.gov.uk/trac/jules/browser/main/trunk/src/science/vegetation
https://code.metoffice.gov.uk/trac/jules/


Within vegetation part of code:

• First, in control/shared/surf_couple_extra_mod: either veg2 
(TRIFFID+phenology) or veg1 (phenology only) is called. 


• Veg2 first calls phenology


• Next it calls TRIFFID


• Vegcarb: calculates local litterfall, change to vegetation C, which can be 
limited by N


• Lotka competition (Equilibrium or Dynamic, can be called multiple times 
depending on land use settings & excludes land for agriculture or burnt 
area)


• In between Lotka and soilcarb, the litter is diagnosed based on changes 
to PFT fractions and vegetation C. The TRIFFID harvesting is applied.


• soilcarb


• Wood prod



1970                                   1980                                           1990                

Evolution of LSMs
First generation 
• “Bucket” model of 

hydrology 
• No representation 

of vegetation

Second generation 
• Stomatal conductance 
• “Big Leaf” representation 

of vegetation

Third generation 
• Photosynthesis  
• Carbon cycle

Fourth generation 
• Biogeography  
• vegetation 

dynamics

2000                                 2000s                                               

Evolution of LSMs

16Community Land Model tutorial

Vegetation dynamics

(biogeography)

1970 1980 1990

Bucket model: Bucket model: 

Manabe, 1969

BATS:BATS:

Dickinson, 1984

SiB:SiB:

Sellers et al., 1986

SiB2:SiB2:

Sellers et al., 1992

LSM:LSM:

Bonan, 1995

IBIS:IBIS:

Foley et al., 1996

Sellers et al. (1997) classification

1st generation LSM:

•“bucket” model

•No explicit treatment of 

vegetation

2nd generation LSM:

•“Big-leaf” approach

•Stomatal conductance

3rd generation LSM:

•Photosynthesis

•Carbon cycle

Some other things I haven’t 
mentioned … 
• Hydrology 
• Soil physics 
• Snow processes 
• Rivers, inundation, runoff 
• Phenology 
• N cycle 
• Fires 
• Land use and agriculture 

See http://jules.jchmr.org/
content/about  for more info 
or ask one of us.

http://jules.jchmr.org/content/about
http://jules.jchmr.org/content/about
http://jules.jchmr.org/content/about
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