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Motivation 

• Carbon cycle models: predict future carbon (C) fluxes 

• Simulation started with some initial state of the C 
pools (C in live biomass, litter, soil) 

• Simulation results should reflect the response of the 
C system to the environmental variability during the 
simulation period 

• Selection of initial state of C pools is crucial to avoid 
spurious C fluxes that result from adjustment of the 
system to “inappropriate” initial state 

• Initial state often chosen as steady state of system 
(equilibrium) 



Motivation 

• Equilibrium 

• Difficult to determine for a complex system 

• Run model with the same boundary conditions and 
forcing for a long time and wait for convergence to 
steady state (100s to 1000s of years): Expensive 

• Not a good initial value for simulations from now into 
the future, rather for, say 19th century: simulation 
into the future needs to capture current disequi-
librium of the C system from the past 150-200 years  

• Need another 150-200 years simulation years - 
expensive 



Motivation 

• Equilibrium 

• Expensive 

• Limits exploration of carbon cycle system 

• Data assimilation (data assimilation of net C flux 
needs well established C state of the system) 

 

• Direct determination from system dynamics? 

• Needs to be computationally efficient 



Maths background 



Maths background 



Maths background 



Application 



Application 



Application 

Example 

• Synthetic system 

g(t)=5000*(max(0,sin(t*pi/nt)*sin(t*2*pi/(24*60)-pi/2))/nt 0 0 0 0 0)T 

a11=-abs(max(10-5,sin(t*pi/nt)/nt)) 
a22=0.25*a11; a21=-0.5*a11; a33=1/16*a11; a31=-0.5*a11; 
 



Results 

 Case Short description Simulation 

years  

DxT<0.01 

cputime 

in matlab 

(s) 

CTot von 

qss 

CTot when 

DxT<0.01 

I1 Numerical higher order 

solver, ode45 

528 809 152883.70 151333.09 

I2 Explicit forward iteration 

with A and g 

528 336 152814.02 151269.73 

I3 528 2.4 152814.02 151269.72 

I4 1 2.4 152814.02   



Results 

• “SOC” pool x6 



Results 

• Different methods deliver the same steady state 

• New approach needs less than 1% of the time of 
other methods for steady state 

• With a more computationally complex A and g (e.g. 
JULES) absolute time savings would be very 
significant 



Results 



Results 
  NL1 NL2 NL3 

Short description Numerical 

method, 

ode 45 

Explicit 

forward 

iteration 

with A and g 

No years for qss 

estimate, yrqss 

5000 5000 80 

CTot of qss (gCm-2) 48993.1 53149.7 54479.0 

No of years until 

DxT< 0.01, yr0.01 

1020 999 11 

CTot (yr0.01) (gCm-2) 49489.6 53628.0 54608.1 

dCTot/dt (gCm-2yr-1) 

in year yr0.01 

9.0 2.7 123.2 

time for yr0.01 yrs (s) 267.7 378.8 15.6 



Results 

• Fast pools  x1 & x2 



Results 

• Slow pools  x3 & x3 



Results 

• Different methods deliver different steady states 

• New method needs for steady state of linearized 
system less than 5% of the time required by 1st order 
forward method 

• Steady state difference between 1st order forward 
and new method is due to linearization 

• Running 210 years 1st order forward method after 
steady state estimation from new method for steady 
state of 1st order forward method still needs less 
than 25% of the time required for 1st order forward 
method 

 



Summary 

• Steady state of time varying linear system can be 
calculated directly from data of one simulation year 

• Time savings are 99 – 99.99% for linear systems 

• Virtually no additional resources (computational or  
manpower) required 

• Can be applied to non-linear systems work through 
linearizations of the carbon system 

• Difference between linearized and original system 
can be reduced by additional simulations 

• Time savings of more than 75% possible 

• Real time savings very large as A and g expensive 

 

 



Outlook 

• For new method model carbon cycle system could be 
split into linear and nonlinear part  

• New method facilitates exploration of climate carbon 
cycle feedbacks 

• Allows improved data assimilation 

• Currently being implemented in JULES 

• Summited to GMDD very soon 
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